FPGA Implementation of Wavelet Neural Network Training with PSO/iPSO
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In this study, FPGA-based hardware implementation of the Wavelet Neural training using Particle Swarm Optimization and Improved Swarm Optimization algorithms is presented. The WNN architecture and wavelet activation function approach that is proper for the hardware implementation is suggested in the study. Using the suggested architecture and training algorithms, test operations are implemented on 2 different dynamic system recognition problems. The test results obtained it is observed that WNN architecture generalizes well and the activation function suggested has approximately the same success rate with the wavelet function defined in the literature. In the FPGA-based implementation, IEEE 754 floating-point numbers format is used. Experimental tests are done on Xilinx Artix 7 xc7a100t-1csg324 using ISE Webpack 14.7 program.
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1. Introduction

Using Field Programmable Gate Arrays (FPGA), which allows design changes to be made easily by means of the programmable intermediate blocks, it is possible to design hardware that is special to the application1. At the same time in the designs implemented using FPGAs, by making changes easily, significant gains from time and cost are provided2. These properties, in addition to being used in many fields

∗Typeset names in 8 pt Roman. Use the footnote to indicate the present or permanent address of the author.
†State completely without abbreviations, the affiliation and mailing address, including country. Typeset in 8 pt Times Italic.
such as digital signal processing\textsuperscript{3}, communication\textsuperscript{4}, robotics\textsuperscript{5}, is also preferred in the Artificial Neural Network applications\textsuperscript{6,7,8}. In hardware implementation of FPGA-based Artificial Neural Network, the activation function, the solution approach belonging to this function and the number format that will be used are very important\textsuperscript{9}. The most widespread methods used in implementation of activation function in the literature are look-up table and piecewise linear approaches. The number format that will be used affects the precision and the hardware resource consumption. Mostly, floating-point numbers and fixed-point numbers are used in hardware implementation\textsuperscript{1}. FPGA based ANN implementations presented in the literature are summarized according to their activations and number format types below.

Ferreira et. al.\textsuperscript{10} implemented the hardware belonging to the feedforward ANN architecture in the 32-bit floating point number format and for the activation function, used hyperbolic tangent function approach that consists of 256 linear parts. Won\textsuperscript{11}, implemented his 5-6-1 structured forward feeding ANN using 8-bit integer format. For the logarithmic sigmoidal, which is used as the activation function, they constituted a look-up table using single port block RAM of 16 bits wide and 1024 length. Ferrer et. al.\textsuperscript{12} implemented the multilayer perceptron hardware using the fixed-point number on FPGA. For the activation function, they used the 2-7 scaled hyperbolic tangent function approach. Chalhoub et. al.\textsuperscript{13} implemented the multilayer perceptron hardware using the 18-bit fixed-point number format and the activation function was run using the ROM-based look-up table. Mohammed et. al.\textsuperscript{14} implemented the FPGA-based ANN in the integer format using the piecewise linear activation approach. Nedjah et. al.\textsuperscript{15}, used 32-bit floating point number format and the parabolic approach of logarithmic sigmoidal function. Cavuslu et. al.\textsuperscript{16}, used the 16-bit floating point number format and the mathematical approach that is similar to the logarithmic sigmoidal function\textsuperscript{17}. Stepanova et. al.\textsuperscript{18} 2007 implemented Hopfield neural network on FPGA to determine the structure of DNA patterns. In their study, they used 32-bit fixed point number format and tangent hyperbolic function’s piecewise linear approach. Lazaro et. al.\textsuperscript{19} implemented the general regression neural network structure on FPGA. In the implementation, using 32 and 64-bit floating point number, 12 and 64-bit fixed point number formats comparisons are made. And for cell activations look-up tables are used. Boubaker et. al.\textsuperscript{20} presented the implemented of LVQ (Learning Vector Quantization) neural network on FPGA. Savich et. al.\textsuperscript{21} implemented ANN’s training using back propagation algorithm in terms of hardware using FPGA. In the study, fixed and floating point number formats and logarithmic sigmoidal function’s piecewise linear approach is used as the activation function. Cavuslu et. al.\textsuperscript{2} implemented ANN training on FPGA in floating point number format with the back-propagation algorithm. The mathematical approach of the logarithmic sigmoidal function\textsuperscript{17} is used as the activation function. Farnahini-Farahani et. al.\textsuperscript{22} implemented ANN training based on FPGA using the PSO algorithm. In the application fixed point number
format is used as the number format and the look-up table is used for the tangent hyperbolic activation function. Lin et. al.\textsuperscript{23} implemented wavelet neural network training with PSO algorithm on the FPGA. The fixed point number format is chosen as the number format. For the activation function, Taylor series and look-up table are used. Harikumar et. al.\textsuperscript{24} implemented wavelet neural network on FPGA in terms of the hardware for determination of epilepsy. For the wavelet function, three different nonlinear wavelet function is implemented using Taylor series and the look-up table. PSO algorithm is used for training.

In this study, implementation and training of WNN structure suggested are implemented on the base of FPGA using Particle Swarm Optimization Algorithms. As the direct implementation of the exponential statement is hard in hardware implementation of activation functions, a new mathematical activation approach is suggested in the study that is convenient for hardware implementation, differentiable and the performances of this approach and the wavelet function is compared in the software environment. Because of the high-sensitive it provides, IEEE 754 32-bit floating point number format is used.

2. Wavelet Neural Networks
In recent years, wavelet functions that have intensive processing support in time and frequency dimensions are preferred as an alternative to sigmoid functions. Wavelet Neural Networks, which uses these functions in its architecture, have high success in the solutions of nonlinear problems\textsuperscript{25,33}. In this study, WNN architecture that is constituted of four layers is suggested (Fig. 1). The function of these layers are summarized shortly below.

**Layer 1**: Each input is put in the wavelet functions it has. These functions are of limited duration and they have an average value of zero. The wavelet function is derived from its mother wavelet\textsuperscript{27} (Eq. 1).

\[
\psi_{d,t} = (\frac{x-t}{d})e^{-\frac{(x-t)^2}{d^2}} \tag{1}
\]

**Layer 2**: Values passed through the wavelet function are multiplied by each other (Eq. 2). In the Eq. 2 represents the wavelet function index that belongs to the first input that enters to the multiplication and represents the wavelet function index that belongs to the second input.

\[
\mu_{ij} = \psi_{1i}\psi_{2j} \tag{2}
\]

**Layer 3**: This layer is named as the rule layer. The results of the multiplication operation obtained in the Layer 2 is multiplies with the results obtained in the rule layer (Eq. 3). In the Eq. 3 , the defined parameters \(p, q\) and \(r\) are named as rule parameters.
Fig. 1: Suggested WNN block architecture in this study.

\[ f_{ij} = \mu_{ij} (p_{ij} x_1 + q_{ij} x_2 + r_{ij}) \] (3)

**Layer 4:** The output value is obtained by summing up the output values obtained in the rule layer (Eq. 4)

\[ y = \sum_i \sum_j f_{ij} \] (4)

3. Particle Swarm Optimization Algorithm

Particle Swarm Optimization Algorithm (PSO), which is developed by the inspiration from the behaviors of birds, is a population-based random search algorithm [28]. Algorithm, in the beginning, is started by the randomly assigned individuals (particle). In each iteration, the speeds and positions of the particles are updated. Each particle in the swarm can be evaluated to be a solution candidate for the problem. A particle of the swarm that has N members is defined as a vector in the Eq. 5 [29]. Each particle changes position in the search space depending on its best position till that iteration (local best, \( p_{lb}\), Eq. 6) and on the position of the particle that has the best position until then for the whole population (global best, \( p_{gb} \), Eq. 7). The speed of change in the position of the particle is named as the particle speed \( v_i \), Eq. 8.

\[ \vec{p}_i = [p_{i1}, p_{i2}, \cdots, p_{iN}] \] (5)
In order the particle speed to be updated, there are different methods in the literature. For speed updates, Eq. 9 and Eq. 10 (it is suggested in our studies numbered 16,29,30) are used in this study.

\[
v_i(n+1) = \xi[v_i(n) + \alpha_1 r_1(p_{lb_i} - p_i(n)) + \alpha_2 r_2(p_{gb} - p_i(n))] \tag{9}
\]

\[
v_i(n+1) = \xi[v_i(n) + \alpha_1 r_1(p_{lb_i} - p_i(n)) + \alpha_2 r_2(p_{gb} - p_i(n))] + \alpha_3 \lambda(n) \tag{10}
\]

In Eq. 9 and Eq. 10 \(\alpha_1\) and \(\alpha_2\) are learning constants, \(r_1\) and \(r_2\) are normally distributed random numbers in the range of \([0-1)\) and \(\xi\) is the limitation factor. In the Eq. 11, the last term allows a more detailed search in the relevant space by preventing early installment of the particles to the local minimum. After this phase, the method realized using the Eq. 9 will be named as PSO and the method realized using the Eq. 10 will be named as iPSO. After determination of particle speeds, particles are updated according to the Eq. 11.

\[
p_i(n+1) = p_i(n) + v_i(n+1) \tag{11}
\]

4. WNN Learning Based-PSO/iPSO on FPGA

In this chapter details in relation to the FPGA based implementation of WNN and training of WNN using PSO/iPSO algorithms is presented. Optimization operations of the wavelet function parameters and the rule parameters defined in the rule later are implemented using PSO/iPSO algorithms.

Training of WNN constitutes of 5 stages (Fig 2). In the first stage, each particle’s initial position and speeds are determined. In the second stage WNN output values for each particle according to the positions they are in. Using the convenience values calculated depending on the output values local bests are specified in the third stage. In the fourth stage, the global best is specified within the local bests and in the fifth stage, which is the last stage, the update operation of the positions of the particles is handled.
4.1. **Stage 1: Assigning initial parameter values**

A swarm of length $NxD$ for $N$ particles and $D$ positions that will be optimized for each particle (P_RAM), local best particles (Pbest_RAM), particle velocity (Vm_RAM), D-length global best particle (gb_RAM) and N-length fitness value (En_RAM) memory units are constituted. In the study as IEEE 754 floating point number format will be used each memory unit depth is set to be 32-bit $^{29,30}$.

Starting positions and speeds of the particles are constituted from the numbers produced in the IEEE 754 floating point number format within the range $[0-1)$ (Eq. 12) $^{31}$. In Eq. 12 random number generation is started with the initial ($X_0$) seed value. $a$ and $b$ are the constant numbers. $c$ is modular operation.

The assignment operations of starting position and speed values of the particles to the memory units are realized depending on the condition of the out_flg signal. In the first condition, data produced by the random number generator P_RAM and Pbest_RAM are written at the same time. The reason of this operation is that starting position for each particle is accepted to be the best positions. With P_RAM and Pbest_RAM memory units becoming full out_flg signal value changes and data produced by the random number generator is written to Vm_RAM (Fig. 3) $^{29,30}$.

$$X_{n+1} = (aX_n + b) \pmod{c} \quad (12)$$

4.2. **Stage 2: Hardware implementation of WNN**

In hardware implementation of WNN, first, it is necessary to designate the number format and activation function. In this study, because of the dynamism in its number representation and its precise operating capacity floating point numbers are preferred. To verify WNN implementation, an arithmetic operation library developed and coded in VHDL language in our previous studies $^{1,2,16,29,30}$ has been used for WNN’s arithmetic operations on FPGA.
In the stage of implementation of WNN, the most important process is the wavelet activation function. In the wavelet function defined in the Eq. 1 direct hardware implementation of the exponential statement is really hard. Hence in the study mathematic approach is suggested for the operation (Eq. 13). In Fig. 4, behaviors of the wavelet function defined in the Eq. 1 and the approach suggested in the Eq. 13 within the range of [-20 20] are shown.

\[ Q(x) = \frac{-d(x - m)}{d^2(x - m)^2} \]  \hspace{1cm} (13)

Fig. 3: Block diagram of Stage 1

Fig. 4: Comparison of wavelet activation function approaches
4.3. Stage 3: Determination of the local best particles

Determination of local best particles operations is made via comparison of convenience functions obtained as a result of the particle’s updated position and a particle’s best local position. If the updated position is better than the local best position updated position is assigned as the best local position of the particle. In the Eq. 14 the convenience function used in the study is shown. In the equation, \( j \) denotes sample index and \( e_j \) represents error between \( j_{th} \) desired output and the actual output of WNN for \( j_{th} \) training input data.

\[
E_n = \frac{1}{2} e_j^2
\]  
(14)

4.4. Stage 4: Determination of the global best particle

After the convenience values are calculated for all the particles and local bests are updated in the Pb_RAM memory unit the particle in the best position is determined to be the global best particle. Namely, the position information of the particle whose convenience value is minimum in Pb_RAM is assigned to gb_RAM.

4.5. Stage 5: Swarm updating

P_RAM, Pbest_RAM, Vm_RAM ve gb_RAM values got from RAM at the same time got into the update process in two ways. In the first method, Vm matrix update operation is done according to the standard Eq. 9. And in the second method, Vm matrix is updated according to the Eq. 10. In the equations, \( \xi = 0.76, \alpha_1 \) and \( \alpha_2 = 2.1 \). P_RAM and Vm_RAM are written to the same memory units again after the parameter updates are held. After the update operations of the parameters belonging to all the particles are held the number of iterations are increased by one and step number 2 is turned back. If the number of iterations is more than the maximum generation number the operation terminated.

5. Experimental Results

In the WNN architecture suggested in the study, using the approach suggested in the Eq. 13. FPGA based implementation operation with PSO and iPSO is tested experimentally via the 2-system recognition problem. Experimental tests are done on Xilinx Artix 7 xc7a100t-1csg324 using ISE Webpack 14.7 program. These problems are solved using WNN with appropriate parameters on FPGA. In this way, tuning process for WNN parameters is implied to minimize a cost function based on the error between desired output and the actual output of the WNN. For the tests, PSO and iPSO are run 2000 generation to tune WNN parameters. \( \alpha_3 \) value for iPSO algorithm is different for each example since it depends on the training input data set as defined in \(^{16}\). Its value is given separately for each example. In the hardware implementation for both of the examples, the same 2-input and 1-output WNN architecture are used.
5.1. Example 1: System identification

The system to be identified is defined by Eq. 15 and Eq. 16. This system has been identified with a WNN with inputs of \( u(k) \) and \( y(k) \). The function defined in the Eq. 13 is used as the activation function in the WNN implementation. PSO and iPSO swarm size \( N \) is chosen as 100, \( \lambda \) vector is restricted to the interval of \([-2^{-12}, 2^{-12}]\) and \( \alpha_3 = 2^{-12} \).

\[
y(k + 1) = \frac{y(k)}{1 + y^2(k)} + u^2(k)
\]

\[
u(k) = \cos\left(\frac{2k\pi}{100}\right); k = 1, 2, \cdots, 100
\]

In Table 1, the average error, max error, min error and standard deviation values of WNN with PSO and iPSO algorithms, obtained as a result of 100 tests using the activation functions given in the Eq. 1 and Eq. 13. As it can be seen from the table it can be said that a good generalization is done in the structure of WNN. At the same time, the activation approach suggested in the study gives better results in both of the updates. And in Fig. 5, test results and error obtained in the training of WNN, which has the activation function defined, with respectively PSO and iPSO.

<table>
<thead>
<tr>
<th></th>
<th>PSO Eq1</th>
<th>PSO Eq13</th>
<th>iPSO Eq3</th>
<th>iPSO Eq13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.2264</td>
<td>0.0906</td>
<td>0.0822</td>
<td>0.0354</td>
</tr>
<tr>
<td>Max</td>
<td>0.3716</td>
<td>0.2547</td>
<td>0.2441</td>
<td>0.2005</td>
</tr>
<tr>
<td>Min</td>
<td>0.0561</td>
<td>0.0185</td>
<td>0.0003</td>
<td>0.0001</td>
</tr>
<tr>
<td>Std</td>
<td>0.0797</td>
<td>0.0627</td>
<td>0.0792</td>
<td>0.0538</td>
</tr>
</tbody>
</table>

In implementation operations of WNN training activation function defined in the Eq. 13 is used. In Table 2, the average, max, min and standard deviation values of the test results obtained using the parameters optimized as a result of the WNN training in the FPGA environment. As it can be seen from the table it is seen that WNN is done a good generalization as a result of the FPGA-based training realized. In Table 3, the synthesis results belonging to the hardware implementation of WNN's training using the PSO algorithm are given.
Table 2: Results of the training held in the FPGA environment

<table>
<thead>
<tr>
<th></th>
<th>PSO</th>
<th>iPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.1000</td>
<td>0.0377</td>
</tr>
<tr>
<td>Max</td>
<td>0.2325</td>
<td>0.2139</td>
</tr>
<tr>
<td>Min</td>
<td>0.0237</td>
<td>0.0009</td>
</tr>
<tr>
<td>Std</td>
<td>0.0494</td>
<td>0.0468</td>
</tr>
</tbody>
</table>

Table 3: Synthesis results belonging to the FPGA implementation of the WNN training using the PSO algorithm

<table>
<thead>
<tr>
<th>Logic Utilization</th>
<th>Used</th>
<th>Available</th>
<th>Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slice Registers</td>
<td>6354</td>
<td>126800</td>
<td>5%</td>
</tr>
<tr>
<td>Number of Slice LUTs</td>
<td>26680</td>
<td>63400</td>
<td>42%</td>
</tr>
<tr>
<td>Number of fully used LUT-FF pairs</td>
<td>2036</td>
<td>30998</td>
<td>6%</td>
</tr>
<tr>
<td>Number of DSP48E1s</td>
<td>73</td>
<td>240</td>
<td>30%</td>
</tr>
<tr>
<td>Number of bonded IOBs</td>
<td>34</td>
<td>210</td>
<td>16%</td>
</tr>
</tbody>
</table>

5.2. Example 2: System identification 2

As the second example, the system to be identified is defined by Eq. 17 \(^{33}\). This system has been identified with a WNN which has the same structure as the one used for Example 1. \(y(k)\) and \(y(k-1)\) are the inputs. PSO and iPSO swarm size \((N)\) is chosen as 100, \(\lambda\) vector is restricted to the interval of \([-2^{-12}, 2^{-12}]\) and \(\alpha_3 = 2^{-12}\). In the training phase, as initial condition the inputs are set to \(y(0) = 0.1\) and \(y(-1) = 0.1\).

\[
y(k+1) = -1.17059y(k-1) + 0.606861y(k) + 0.679190y^2(k)y(k-1) - 0.136235y^4(k)y(k-1) + 0.165646y^3(k)y(k-1) - 0.00711966y^6(k-1) + 0.114719y^5(k)y(k-1) - 0.0314354y^4(k)y(k-1) + 0.0134682y^3(k)
\] (17)

In Table 4, average error, max error, min error and standard deviation values obtained as a result of 100 tests conducted on the WNN with the PSO and iPSO algorithms in the software environment for the Example 2 using the activation function given in the Eq. 1 and Eq. 13. As it can be seen from the table, it can be said that it has done a good generalization in the WNN structure suggested. At the same time, activation approach suggested in the study gives better results for both of the updates. And in Fig. 6, test results and error values obtained in the training of WNN, which has the activation functions defined in the Eq. 1 and Eq. 13, with
PSO and iPSO, are given.

Table 4: Test results belonging to the training realized in the software environment for the Example 2.

<table>
<thead>
<tr>
<th></th>
<th>PSO</th>
<th>iPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eq13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.3520</td>
<td>1.3160</td>
</tr>
<tr>
<td>Max</td>
<td>2.8964</td>
<td>2.6991</td>
</tr>
<tr>
<td>Min</td>
<td>0.0458</td>
<td>0.0529</td>
</tr>
<tr>
<td>Std</td>
<td>0.9339</td>
<td>0.9349</td>
</tr>
</tbody>
</table>

In implementation operations of WNN training activation function defined in the Eq. 13 is used. In Table 5 the average, max, min and standard deviation values of the test results obtained using the parameters optimized as a result of the WNN training in the FPGA environment. As it can be seen from the table as a result of the training realized FPGA based, WNN does a good generalization.

Table 5: Results of the training realized in the FPGA environment

<table>
<thead>
<tr>
<th></th>
<th>PSO</th>
<th>iPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.2227</td>
<td>0.2011</td>
</tr>
<tr>
<td>Max</td>
<td>2.3474</td>
<td>0.9184</td>
</tr>
<tr>
<td>Min</td>
<td>0.1031</td>
<td>0.0085</td>
</tr>
<tr>
<td>Std</td>
<td>0.6368</td>
<td>0.2227</td>
</tr>
</tbody>
</table>

In Table 6, synthesis results belonging the hardware implementation of the WNN's training using the iPSO algorithm.

<table>
<thead>
<tr>
<th>Logic Utilization</th>
<th>Used</th>
<th>Available</th>
<th>Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slice Registers</td>
<td>6396</td>
<td>126800</td>
<td>5%</td>
</tr>
<tr>
<td>Number of Slice LUTs</td>
<td>27789</td>
<td>63400</td>
<td>43%</td>
</tr>
<tr>
<td>Number of fully used LUT-FF pairs</td>
<td>2025</td>
<td>30998</td>
<td>6%</td>
</tr>
<tr>
<td>Number of DSP48E1s</td>
<td>73</td>
<td>240</td>
<td>30%</td>
</tr>
<tr>
<td>Number of bonded IOBs</td>
<td>34</td>
<td>210</td>
<td>16%</td>
</tr>
</tbody>
</table>

Table 6: Synthesis results belonging to the FPGA implementation of the WNN training using the iPSO algorithm
6. Conclusion

In this study FPGA-based realization of WNN architecture’s learning operations of two different dynamic system recognition problems with PSO/iPSO algorithms is presented. Experimental results for both of the examples are given comparatively. Results obtained show that WNN architecture suggested in the study does a good generalization. It also shows that training held using the iPSO is more successful than the training held using the PSO algorithm. Similarly, it is seen that the wavelet activation function suggested within the context of the study has a similar success with the wavelet function presented in the literature. And the synthesis results obtained also show that system suggested is implemented on the FPGA hardware successfully.
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